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Abstract

Purpose – This paper aims to describe the numerical simulation of a three-dimensional turbulent
free jet issuing from a sharp-edged equilateral triangular orifice into still air.
Design/Methodology/approach – The numerical simulation was carried out by solving the
governing three-dimensional Reynolds-averaged Navier-Stokes equations. Several two-equation eddy-
viscosity models (i.e. the standard k-", renormalization group (RNG) k-", realizable k-", shear-stress
transport (SST) k-!), as well as the Reynolds stress models (i.e. the standard RSM and the SSG) were
tested to simulate the flowfield. The numerical predictions were compared with experimental data in
order to assess the capability and limitations of the various turbulent models examined in this work.
Findings –The vena contracta effect was predicted by all the tested models. Among the eddy-
viscosity models only the realizable k-" model showed good agreement of the near-field jet decay.
None of the eddy-viscosity models was capable of predicting the profiles of the jet turbulence
intensities. The RSMs, especially the standard RSM, were able to produce much better predictions of
the features of the jet in comparison with the eddy-viscosity models. The standard RSM predictions
were found to agree reasonably well with the experimental data.
Research limitations/implications – The conclusion, that among the tested RANS turbulence
closure models, the RSM appeared the only one capable of reproducing reasonably well the
experimental data concerns only the jet flow case examined here. Also, the average computational
time for a single run was quite long, i.e. 340 h, but it is believed that parallel computing will reduce it
considerably.
Originality/value – The numerical results reported in this paper provide a comparison between
several RANS turbulence closure models for simulating a turbulent free jet issuing from an
equilateral triangular nozzle.
Keywords Free jet, Jets, Simulation, Structural analysis, Turbulence
Paper type Research paper

The current issue and full text archive of this journal is available at
www.emeraldinsight.com/0961-5539.htm

Nomenclature

bij Reynolds stress anisotropic
tensor

Be geometric mean of the jet
half-velocity widths

C1, C2 RSMs constants

C3, C4, C5 SSG model constants

C�1 ;C
�
3 SSG model constants

C01;C
0
2 standard RSM constants

C1", C2", C� k-" based models
constants and RSMs
constants

De equivalent diameter of the
triangular orifice

Dij diffusion term of Reynolds
stress transport equation
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k turbulence kinetic energy

l turbulence length scale

P pressure

Pij production term of Reynolds
stress transport equation

Sij mean rate of strain tensor

ui, uj, uk velocity fluctuation
components

uiuj Reynolds stresses

Ui, Uj, Uk mean-velocity
components

Ucl local streamwise mean
velocity on the jet centerline

Umax maximum value of the
streamwise mean velocity on
the jet centerline

x axial distance to the orifice
exit plane

y,z lateral distances from jet
centerline

Y1/2 jet half-velocity width in the
central x-y plane

Z1/2 jet half-velocity width in the
central x-z plane

Greek letters

�ij mean vorticity tensor

�ij Kronecker operator

" rate of dissipation of k

"ij dissipation term of Reynolds
stress transport equation

�ij pressure-strain term of Reynolds
stress transport equation

�ij;1 return-to-isotropy term in the
pressure-strain term (�ij)

�ij;2 rapid pressure-strain term
in the pressure-strain term
(�ij)

�ij;w wall-reflection term in the
pressure-strain term (�ij)

� dynamic viscosity

�t eddy viscosity

� density

�k, �" k-" based models
constants and RSMs
constants

� kinematic viscosity

! specific dissipation Rate

1. Introduction
Free jets issuing from non-circular nozzles have advantages over their conventional
axisymmetric counterparts. The use of nozzles with, for example, triangular-,
rectangular-, and square-shaped exit orifice were found to promote large-scale mixing
which enhances bulk reactants mixing, and small-scale mixing at molecular level to
initiate chemical reactions. It was shown that these types of nozzles generate large-
scale mixing at the flat sides of the nozzle and small-scale mixing at the corners (e.g.
Quinn, 2005a, b; Schadow et al., 1988).

A review of current literature revealed that numerous experimental studies were
performed on free jets issuing from non-circular nozzles and orifices with sharp edges
(e.g. Iyogun and Birouk, 2008, 2009; Quinn, 1990, 1992, 1994, 2005a, b, c; Mi et al., 2000,
2005; Zaman, 1995, 1996, 1999; Vandsburger and Ding, 1995; Liu and Wu, 1995; Rice
and Raman, 1993; Gutmark et al., 1989a, b, 1991; Grandmaison et al., 1991; Tsuchiya
et al., 1989; Schadow et al., 1988; Krothapalli et al., 1981; Marsters, 1981; Sfeir, 1979;
Sforza et al., 1966). These types of jets were also the subject of several numerical
studies. Rectangular and square free jets received most of the attention (e.g. Berg et al.,
2006; de With and Holdo, 2005; Imine et al., 2004; Wilson and Imber, 2003; Rembold et
al., 2002; Abdel-Hameed and Bellan, 2002; Jiang and Luo, 2001; Reddy et al., 1998, 1999;
Wilson and Demuren, 1998; Grinstein, 1998; Zaman et al., 1997; Grinstein and DeVore,
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1996; Miller et al., 1995; Grinstein and Kailasanath, 1995; Teshima, 1989; Quinn and
Militzer, 1988). However, only a few numerical studies were devoted to triangular jets
(Imine et al., 2004; Abdel-Hameed and Bellan, 2002; Miller et al., 1995). Literature up to
1997 concerning non-circular jets was reviewed by Gutmark and Grinstein (1999).
Also, a short review of experimental and numerical studies on triangular jets up to
2005 was reported by Quinn (2005a, b). A brief review of numerical studies which dealt
with free jets issuing from triangular nozzles (or orifices) is reported below.

Miller et al. (1995) performed direct numerical simulation to study three-dimensional
jets issuing from circular and non-circular nozzles of identical equivalent diameters at a
Reynolds number of 800, which is based on the nozzle equivalent diameter and the
relative exit velocity between the co-flowing stream and the jet. They tested elliptic,
square, rectangular, equilateral triangular, and isosceles triangular nozzles. They
reported that the triangular jets showed markedly different characteristics than the
other tested jets. They reported that coherent large-scale structures were quickly
masked by the small-scale structures formed at the corners, and more importantly a
non-circular jet (especially the triangular jet) was found to promote better mixing than
does a circular jet. Abdel-Hameed et al. (2002) also performed direct numerical
simulations to study the characteristics of three-dimensional, laminar free jets issuing
from different inlet geometric configurations (i.e. circular, elliptic, rectangular, square,
and triangular). For both single-phase and two-phase flows, it was shown that the
square geometry appeared to enhance only marginally the entrainment rate compared
with the circular jet. On the other hand, the rectangular, elliptic, and triangular jets
exhibited substantial enhancement in entrainment. It is also reported that the
triangular jet displayed the largest fine-scale production at the vertices. Imine et al.
(2004) investigated numerically the effects of the nozzle orifice geometry on the process
of jet mixing, in which rectangular, elliptic, and triangular pipes with an aspect ratio of
1.33 were considered. A second-order Reynolds stress model (RSM) was then used to
investigate the flowfield of asymmetric turbulent free jets. It was reported that the
asymmetric geometries enhanced the mixing in comparison with their axisymmetric
counterparts. The rectangular jet showed the fastest centerline streamwise mean-
velocity decay rate, followed by the elliptic and the triangular jets.

These numerical studies are consistent with previous findings in concluding that jet
flows issuing from nozzles with asymmetric nozzles tend to promote better mixing
than their axisymmetric counterpart. In addition, there are very few comparisons of
numerical results with experimental data to validate the accuracy of the numerical
simulations, particularly for jets issuing from a triangular-shaped nozzle. Therefore,
the aim of the present study is to provide an analysis of the performance of several
RANS turbulence closure models, and thus verify their ability in predicting the main
characteristics of a turbulent free jet issuing from a sharp-edged equilateral triangular
orifice. The predictions are compared with their experimental counterparts.

2. Computational details
2.1 Physical problem
The physical problem consists of a free jet of air injected into still atmosphere of air
from an equilateral triangular orifice. The jet, which is assumed steady, incompressible
and isothermal, and its surrounding air are considered having the same (room)
temperature.
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2.2 Governing equations
The governing mass and momentum Reynolds-averaged equations for a turbulent
steady-state flow can be written in tensor notation as follows:

@ð�UiÞ
@xi

¼ 0 ð1Þ

@ð�UiUjÞ
@xj

¼ � @P

@xi

þ @

@xi

�
@Ui

@xj

� �uiuj

� �
ð2Þ

The time-averaged velocity fluctuating tensors, uiuj, also called the Reynolds stresses,
are unknown. The numerical solution of Equations (1) and (2) for a turbulent flow can
be obtained only by introducing additional equations for the Reynolds stresses. These
equations contain other correlations of higher order which have to be modeled in order
to close the system of Reynolds-averaged equations.

2.3 Turbulence closure models
The turbulence models tested here are grouped into two families: (i) the two-equation
eddy-viscosity models, which are the k-", renormalization group (RNG) k-", realizable
k-", and the shear-stress transport (SST) k-!, and (ii) the RSMs, which are the standard
RSM and the SSG. These models are summarized briefly below.

2.3.1 k-" model. For k-"model, the Reynolds stresses are linearly related to the mean
rate of strain by a scalar eddy viscosity as follows (Launder and Spalding, 1974):

��uiuj ¼ 2�tSij �
2

3
�k�ij ð3Þ

where Sij and �t are the mean rate of strain tensor and the eddy viscosity which are
given, respectively, as

Sij ¼
1

2

@Ui

@xj

þ @Uj

@xi

� �
ð4Þ

�t ¼ C��
k2

"
ð5Þ

where k and " are the turbulence kinetic energy and dissipation rate, respectively,
which are expressed as

k ¼ 1

2
uiui ð6Þ

" ¼ �@ui

@xj

@ui

@xj

ð7Þ

The k-" model (called KEM in the present study), consists of the following transport
equations for k and ", respectively

@ð�UjkÞ
@xj

¼ @

@xj

ð�þ �t

�k

Þ @k

@xj

� �
þ 2�tSijSij � �" ð8Þ
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@ð�Uj"Þ
@xj

¼ @

@xj

ð�þ �t

�"
Þ @"
@xj

� �
þ 2C1"

"

k
�tSijSij � C2"�

"2

k
ð9Þ

The model constants, which are determined from experiments for homogeneous shear

flows and isotropic grid turbulence (Launder and Spalding, 1972), are summarized in

Table I.
2.3.2 RNG k-" model. The RNG-based k-"model (called RNG in the present study), is

derived by using a mathematical technique called the ‘‘RNG’’ method (Yakhot and

Orszag, 1986). It has a similar form to the KEM. The main difference between the RNG

and standard k-"models is the additional term in the "-equation of the RNG model.

The additional term which is subtracted from the right hand side of Equation (9) to

derive the " transport equation in the RNG model is defined as

R" ¼
C���

3ð1� �=�0Þ
1þ 	�3

"2

k
ð10Þ

where � ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

p
k=", �o ¼ 4.38, and 	 ¼ 0.012. The model constants, which are

summarized in Table I, are obtained analytically (Yakhot et al., 1992). A more

comprehensive description of the RNG can be found in Choudhury (1993).
2.3.3. Realizable k-" model. The realizable k-" model (called RKEM in the present

study), proposed by Shih et al. (1995), has a new eddy-viscosity equation, as well as a

new dissipation equation. The k-equation in the RKEM model has the same form used

in the KEM and RNG models; however, a different "-equation is employed

@ð�"Þ
@t
þ @ð�Uj"Þ

@xj

¼ @

@xj

ð�þ �t

�"
Þ @"
@xj

� �
þ �C1

ffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

q
"� �C2

"2

kþ ffiffiffiffiffi
"

p ð11Þ

where

C1 ¼ max 0:43;
�

� þ 5

� �
ð12Þ

The turbulent viscosity is computed using Equation (5), however, C� is not a constant

and is calculated using the following equation:

C� ¼
1

A0 þ AsðkU�="Þ ð13Þ

Table I.
k-" based models
coefficients

C� C1" C2" �k �"

KEM 0.09 1.44 1.92 1 1.3
RNG 0.0845 1.42 1.68 0.7179 0.7179
RKEM – 1.44 1.9 1 1.2
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where

U � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SijSij þ ~��ij

~��ij

q
ð14Þ

~��ij ¼ �ij � 2"ijk!k ; �ij ¼
1

2

@ui

@xj

� @uj

@xi

� �
ð15Þ

A0 ¼ Constant ; As ¼
ffiffiffi
6
p

cos� ð16Þ

� ¼ 1

3
cos�1ð

ffiffiffi
6
p

WÞ ; W ¼ SijSjkSki

S
!3 ; S

!
¼

ffiffiffiffiffiffiffiffiffiffi
SijSij

p
ð17Þ

The model constants are given in Table I.
2.3.4 SST k-! model. The shear-stress transport k-! model (called SST in the

present study), developed by Menter (1994), is a modification of the standard k-!model
where the equation for the turbulent viscosity is modified to account for the transport
of the principal turbulent shear stress (Menter, 1994). The detailed model description
and model constants can be found in Menter (1994) and Menter et al. (2003).

2.3.5 Reynolds stress model (RSM). In the RSM, the Reynolds stresses are calculated
from their transport equations (Launder et al., 1975). Closure for Reynolds stresses
require six equations for the six independent Reynolds stresses, uiuj, and another
equation for the isotropic turbulence energy dissipation rate, ". The Reynolds stress
transport equations are expressed as

@

@t
ð�uiujÞ þ

@

@xk

ð�UkuiujÞ ¼ Dij þ Pij þ �ij � "ij ð18Þ

where Dij;Pij; �ij, and "ij represent, respectively, the diffusion, production, pressure-
strain, and viscous dissipation.

It should be noted that in the present study, instead of using the generalized
gradient-diffusion model of Daly and Harlow (1970) for the Dij term, the simplified
model equation reported by Lien and Leschziner (1994) is used, which is expressed as

Dij ¼
@

@xk

�t

�k

@uiuj

@xk

� �
ð19Þ

The pressure-strain term has been modeled using the three-term relationship (Gibson
and Launder, 1978; Fu et al., 1987; Launder, 1989a, b)

�ij ¼ �ij;1 þ �ij;2 þ �ij;w ð20Þ

where �ij;1 is the return-to-isotropy term, �ij;2 is the rapid pressure-strain term, and �ij;w

is the wall-reflection term. The three components of the pressure-strain term are
modeled as

�ij;1 ¼ �C1�
"

k
uiuj �

2

3
�ijk

� �
ð21Þ

�ij;2 ¼ �C2 ðPij � CijÞ �
1

3
�ijðPkk � CkkÞ

� �
ð22Þ
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�ij;w ¼ C01
"

k
ukumnknm�ij �

3

2
uiuknjnk �

3

2
ujuknink

� �
k3=2

Cl"d

þ C02 �km;2nknm�ij �
3

2
�ik;2njnk �

3

2
�jk;2nink

� �
k3=2

Cl"d

ð23Þ

where

Pij ¼ ��uiuk
@Uj

@xk

� �ujuk
@Ui

@xk

; Cij ¼
@�Ukuiuj

@xk

ð24Þ

and nk is the xk component of the unit normal to the wall, d is the normal distance to the

wall, Cl ¼ C3=4
� =�, and � is the von Karman constant (¼0.4187). The turbulence energy

dissipation rate, ", is obtained by solving the following transport equation:

@ð�"Þ
@t
þ @ð�"UiÞ

@xi

¼ @

@xj

ð�þ �t

�"
Þ @"
@xj

� �
þ 1

2
C"1

"

k
Pii � C"2�

"2

k
ð25Þ

The model constants are reported in Table II.
2.3.6 Quadratic pressure-strain (SSG) model. The SSG uses a quadratic pressure-

strain model instead of a linear pressure-strain model (Speziale et al., 1991). It is

expressed as

�ij ¼ �ðC1"þ C�1 PÞbij þ C2"ðbikbkj �
1

3
bmnbmn�ijÞ þ ðC3 � C�3

ffiffiffiffiffiffiffiffiffi
bijbij

q
ÞkSij

þ C4 kðbikSjk þ bjkSik �
2

3
bmnSmn�ijÞ þ C5 kðbik�jk þ bjk�ikÞ

ð26Þ

where bij is the Reynolds stress anisotropy tensor given as

bij ¼
uiuj

2 k
� 1

3
�ij ð27Þ

where Sij and �ij are the mean rate of the strain tensor and the mean vorticity tensor,

respectively, which are defined as

Sij ¼
1

2

@Uj

@xi

þ @Ui

@xj

� �
; �ij ¼

1

2

@Ui

@xj

� @Uj

@xi

� �
ð28Þ

The model constants are tabulated in Table II.

Table II.
Reynolds stress models
coefficients

C� C1 C1* C2 C3 C3* C4 C5 C1" C2" C01 C02 �k �"

RSM 0.09 1.8 – 0.6 – – – – 1.44 1.92 0.5 0.3 1 1.3
SSG 0.09 3.4 1.8 4.2 0.8 1.3 1.25 0.4 1.44 1.83 – – 1 1.3
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2.4 Numerical solution
The set of equations, which result from Equation (2), are solved by the aid of the
turbulence closure models described in the previous section. The triangular orifice and
the computational domain are schematically shown in Figure 1.

The test conditions are set as follows. The streamwise mean velocity at the center of
the orifice exit plane is 61 m/s, which corresponds to a Reynolds number of 1.84 � 105

based on the orifice equivalent diameter (De ¼ 45.3 mm). This choice is based on the
experimental data provided by Quinn (2005a). Note that experimental data are available
starting from x/De ¼ 0.5 downstream of the orifice exit plane. Therefore, the
experimental data at this nearest location to the nozzle exit are used as the inlet boundary
conditions. The experimental data for the turbulence kinetic energy (k) at x/De ¼ 0.5 are
used as the inlet boundary condition for k. The dissipation rate of the turbulence kinetic
energy (") at the inlet is calculated by " ¼ C3=4

� k3=2=l, where C� is a constant (¼0.09), k is
the turbulence kinetic energy, and l is the turbulence length scale which can
be approximated as 0.33De (Mahmud et al., 2007). The computational domain is chosen to
be long enough to ensure complete development of the flow; that is, up to x/De ¼ 120. In
the lateral sides, i.e. y and z directions, the computational domain is 80De wide. At the
outlet and at the four lateral planes, a zero gradient along the normal vector of the planes
is assumed for all the variables (i.e. U, V, W, P, etc.). A two-layer-based, non-equilibrium
wall function (Kim and Choudhury, 1995) is used near the wall. In this model, the log-law
of Launder and Spalding (Launder and Spalding, 1974) for the mean velocity is sensitized
to the effects of pressure gradient, and it is also assumed that the wall-neighboring cells
consist of a viscous sublayer and a fully turbulent layer (FLUENT, 2005). In the present
work, the centroid for the cell adjacent to the wall is located at yþð¼ U�y=�Þ � 45.

Grid independency was verified by using several different mesh sizes. The coarsest
grid, which consisted of 96 � 78 � 78 (in the axial, x, and lateral, y and z, directions,
respectively) was chosen to be the mesh at which the solution of the governing
equations was achieved. Then, a medium size and a finer meshes, which consisted of
110 � 88 � 88 and 152 � 120 � 120, respectively, were tested. It is important to
mention that, for all these grids, a non-uniform mesh is made finer near the inlet and
the axis. It was observed that the maximum difference between the predictions of the

Figure 1.
Schematic of the
triangular orifice

geometry and the
computational domain
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medium and the fine meshes was 2.05 percent, which was found along the centerline.
Therefore, in order to minimize the computational time, the medium mesh was used for
all the simulations reported below. The computational grid is shown in Figure 2.

The solution of the governing equations was obtained by using the commercial CFD
software, FLUENT version 6.1.22, which is based on finite volume formulation. The
PISO (Issa, 1986) method was applied for the pressure-velocity coupling and
the PRESTO (FLUENT, 2005) method was used for the pressure discretization. The
QUICK (Leonard, 1979a) scheme was used for the convection terms in all transport
equations. False-diffusion errors in numerical solutions of convection-diffusion
problems arise from the numerical approximations of the convection term in the
conservation equations (Patel, 1985). In contrast with the oscillatory or unstable
second-order central-difference convection methods or artificially diffusive methods
using upstream-weighted first-order differencing, the QUICK method is very stable for
all flow regimes and highly accurate: global truncation error is uniformly third order
for any combination of convection and diffusion (Leonard, 1979b). The solution
convergence was assumed when all of the residuals parameters fell below 10�5

(Khademi Shamami, 2008).

3. Results and discussions
3.1 Mean-velocity field
Figures 3(a) and 3(b) present the decay of the streamwise mean velocity along the jet
centerline up to x/De ¼ 60 as predicted by the eddy-viscosity models, and Reynolds
stress closures. The data in the near-field region are shown in Figure 4, providing a
more detailed presentation of the jet features and results in this important region. The
experimental data, which are obtained by using hot-wire anemometry are provided by
Quinn (2005a), for which it is reported that the maximum uncertainty of the
measurement is approximately 1 percent. Ucl is the local streamwise mean velocity on
the jet centerline and Umax is the maximum value of the streamwise mean velocity on
the jet centerline. In fact, Umax does not occur at the inlet and that is why Umax/Ucl is not

Figure 2.
The computational grid
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equal to 1 at the exit of the jet, x/De ¼ 0. The experimental data in Figure 3 and more
evidently in Figure 4 show that the value of Umax/Ucl at the jet exit plane is greater than
unity. This is attributed to the vena contracta effect associated with a sharp-edged
orifice (Quinn, 2005a). Figure 4 shows clearly that all the tested turbulence RANS
models are able to capture the vena contracta effect, i.e. the initial acceleration of the
flow. Figure 4(a) reveals that among the two-equation eddy-viscosity models, the
RKEM predictions in the jet near-field region, i.e. 0 < x/De < 10, are in good agreement
with the experimental data. However, it overpredicts noticeably the experimental data
in the jet mid- and far-field regions, i.e. x/De > 10. It is still by far the best model in
comparison with all the other two-equation eddy-viscosity models, which all exhibit a
larger mean-velocity decay rate. In summary, the predictions of the KEM and the RNG
in the near field, as shown in Figure 4(a), exhibit the highest and the lowest decay rate
of the streamwise mean velocity along the jet centerline, respectively. This indicates
that the KEM and the RNG predict the highest and the lowest jet mixing rate in the
near-field region, respectively.

On the other hand, the Reynolds stress closures show far superior predictions
compared to the two-equation eddy-viscosity models. Indeed, Figure 4(b) reveals that
both the RSM and the SSG predict the streamwise mean-velocity decay of the jet in the
near field extremely well, i.e. for x/De < 10. In the mid- and far-field regions, the RSM
shows better predictions than the SSG model, although it still overpredicts slightly the
experimental data, as shown in Figure 3(b). This figure shows that the deviation of the

Figure 4.
Streamwise mean-velocity

decay along the jet
centerline in the near-field
region: (a) eddy-viscosity
models and (b) Reynolds

stress closures

Figure 3.
Streamwise mean-velocity

decay along the jet
centerline: (a) eddy-

viscosity models and (b)
Reynolds stress closures
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RSM predictions from the experimental data becomes quite noticeable in the jet far
field, although it is still not very significant. For example, the predictions of the RSM
are 14 percent higher than the corresponding experimental data at x/De ¼ 50.

The normalized streamwise mean-velocity profiles along the central x-y and x-z jet
planes at three typical downstream locations are presented in Figures 5 and 6,
respectively. In general, the RSMs perform better than the two-equation eddy-viscosity

Figure 5.
Normalized streamwise
mean-velocity profile in
the central x-y plane: (a)
eddy-viscosity models
and (b) Reynolds stress
closures
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models. None of the models does a very good job of predicting the top-hat feature
profile at x/De ¼ 1 and 2 in the x-y plane, as shown in Figure 5, and at x/De ¼ 1 in the
x-z plane, as shown in Figure 6. Furthermore downstream the jet, the RSMs perform
better with the SSG model showing slightly better agreement with the corresponding

Figure 6.
Normalized streamwise
mean-velocity profile in
the central x-z plane: (a)

eddy-viscosity models
and (b) Reynolds stress

closures
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experimental data. Both of these models and all the two-equation eddy-viscosity
models under predict the experimental data especially for y/De � 1.5 at x/De ¼ 10
(Figure 5).

In conclusion, the performance of the SSG model is better than those of the eddy-
viscosity models. However, among all the tested RANS models, the RSM produced the
best predictions in comparison with the experimental data.

The development of the jet half-velocity width (where U/Ucl ¼ 0.5) along the
centerline x-y and x-z jet planes, as shown in Figure 1, is presented in Figures 7 and 8,
respectively. It is reported that the jet half-velocity width decreases initially, which is
attributed to the vena contracta effect, then increases nearly linearly with the
streamwise distance, as triggered by the large-scale structures emanating from the flat
sides of the triangular orifice (Quinn, 2005a).

Figures 7(a) and 8(a), which compare the performance of the eddy-viscosity models
in predicting the development of the jet half-velocity width, demonstrate that none of
these closure models is capable of reproducing the experimental profiles. They either
underpredict the jet half-velocity width in the x-y plane, or overpredict the jet half-
velocity width in the x-z plane. The same remarks apply to the predictions of the SSG

Figure 7.
Development of the jet
half-velocity width in the
central x-y plane: (a) eddy-
viscosity models and (b)
Reynolds stress closures

Figure 8.
Development of the jet
half-velocity width in the
central x-z plane: (a) eddy-
viscosity models and (b)
Reynolds stress closures
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model, though with a less degree. The standard RSM, on the other hand, appears to be
the only RANS closure which is capable of reproducing the experimental data fairly
well.

Profiles of the geometric mean of the jet half-velocity widths, which is defined as
Be ¼ (Y1/2 � Z1/2)0.5 (Quinn, 2005a), are shown in Figure 9. This quantity represents
the overall spreading rate of a jet issuing from a non-circular orifice (or nozzle). Figure 9
shows clearly that the geometric mean of the jet half-velocity widths is well predicted
by all the tested models, with the exception of the RNG which shows a very slow
spreading rate up to x/De ¼ 20 beyond which it exhibits a faster spreading rate. The
KEM displays the highest magnitude of the half-velocity geometric mean jet width in
the region x/De < 25. This corresponds to a prediction of a faster mixing rate in the jet
near field compared to the other models. On the other hand, both the SSG and the RSM
appear to reproduce the experimental data fairly well.

3.2 Turbulence quantities
Figure 10 shows the profiles of the three components of the normalized measured and
predicted turbulence intensity along the jet centerline. This figure reveals a steep initial
increase for all the three components of turbulence intensity, which is attributed to the
production of turbulence from the mean flow shear in the shear layers emanating from
the flat sides of the triangular orifice and diffusion of the turbulence from the shear
layers to the jet centerline (Quinn, 2005a). The experimental data of all the normalized
u0, v0, and w0 show a peak along the centerline. Although all the eddy-viscosity models
appear to be able to predict this peak, they overpredict its magnitude by a substantial
amount when compared with the experimental data, especially for the lateral
components (v0 and w0). In addition, the majority of the eddy-viscosity closures seem
incapable of predicting the exact axial location of the peak. The only exception
concerns the predictions of the SST and RKEM models. The former is found able to
nearly reproduce the experimental profiles of both u0 and w0 components profiles;
whereas only the profile of v0 component is correctly predicted by the latter model. It is
important to note that the reason that the magnitude of these two components (v0 and

Figure 9.
Geometric mean of the jet

half-velocity widths: (a)
eddy-viscosity models

and (b) Reynolds stress
closures
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w0) is inaccurately predicted by the eddy-viscosity closures is due to the fact that
turbulence is strongly anisotropic, especially in the jet near- and mid-field regions.
These models work better for less anisotropic turbulent flows.

On the other hand, the RSM and the SSG predictions of the streamwise, u0,
spanwise, v0, and the lateral, w0, turbulence intensity components, are generally in fair
agreement with their experimental counterparts, with the RSM predictions showing
slightly better agreement with the experimental data. The RSM prediction of the peak

Figure 10.
Evolution of the
normalized turbulence
intensity components
along the jet centerline: (a)
eddy-viscosity models
and (b) Reynolds stress
closures
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in the spanwise turbulence intensity component, v0, is also the best among these
models.

4. Conclusions
The main findings of the present three-dimensional simulation of an equilateral
triangular turbulent free jet, with a Reynolds number of 1.84 � 105 at the jet exit, can
be summarized as follows. The two-equation eddy-viscosity turbulence closure models
showed poor performance in predicting the jet streamwise mean-velocity decay and
half-velocity width along the two lateral plans, as well as turbulence intensities
profiles. This poor performance of the eddy-viscosity models is mainly caused by the
anisotropic nature of jet turbulence. Among the eddy-viscosity models, the RKEM
shows the best prediction of the streamwise mean-velocity decay along the jet
centerline. On the other hand, both RSMs, i.e. RSM and SSG, exhibited much better
performance than all tested eddy-viscosity closures. The standard RSM showed the
best predictions for all the jet flow main features. Indeed, it appeared overall capable of
reproducing the experimental flowfield profiles of the equilateral triangular turbulent
free jet examined here. The only exception, which might be considered as a weakness
but still insignificant, is its inability to capture accurately enough the flatness of the
streamwise mean-velocity profile in the very near field of the centerline x-y plane.
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